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Desiderata

• JMVAE, TELBO, MFM


• MVAE, Wu and Goodman 2018


• MMVAE, Shi et. al. 2019


• MoPoE, MEME



Multimodal data representation
• Humans receive sensory data 

from multiple modalities (sight, 
touch, smell, etc)


• The brain binds the data 
together to form a unified 
representation of the object


• We model this “unified 
representation” through latent 
space of VAE



Example: Multimodal mouse vocalization
• X1 : Mouse vocalization audioclips


• Z1(hypothesis): Parameters of mouse vocal cords (pressure, length), etc


• X2 : Neural recordings


•  Z2(hypothesis): Cluster of neurons corresponding to some frequency range


• Dream: Identify cluster of neurons that correspond to vocalization in certain 
frequency range



Unimodal VAE



MVAE: Architecture

• Product of experts: Each expert 
has power to veto


• Missing expert: 

Wu and Goodman, 2018



MVAE: Loss function
• Learning POE Gaussian 

doesn’t specify individual 
Gaussian. 


• If we learn ELBO separately 
then we won’t learn the 
relationship between 
modalities 


• So, we add to composite 
ELBO the individual ELBO 
to get full loss function

Loss function



MVAE: Strengths and Weaknesses

• The loss function is not a valid lower bound on the joint log-likelihood


• Scalable. Seems to work in practice but somewhat ad hoc


• Robust to missing data



MMVAE: Architecture

• Mixture of experts: Equitable 
distribution of power among experts


• Missing expert: 

Shi et. al, 2019

MOE



MMVAE: Loss function



Wish-list for multi-modal generative model



Reconstruction and Cross Generation



Joint Generation



Latent Factorization



Synergy



Newer developments

• MoPoE-VAE


• MEME

Sutter et. al. 2021

Joy et. al. 2021


